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a  b  s  t  r  a  c  t

To the extent  that selective  attention  skills  are  relevant  for  academic  foundations  and
amenable  to  training,  they  represent  an  important  focus  for the  field  of  education.  Here,
drawing  on  research  on  the  neurobiology  of attention,  we  review  hypothesized  links
between  selective  attention  and  processing  across  three  domains  important  to  early  aca-
demic  skills.  First,  we  provide  a brief  review  of  the  neural  bases  of  selective  attention,
emphasizing  the  effects  of  selective  attention  on  neural  processing,  as  well  as  the  neural
systems  important  to  deploying  selective  attention  and managing  response  conflict.  Second,
we  examine  the  developmental  time  course  of  selective  attention.  It is  argued  that  devel-
opmental  differences  in  selective  attention  are  related  to the  neural  systems  important  for
deploying  selective  attention  and  managing  response  conflict.  In  contrast,  once  effectively
deployed,  selective  attention  acts  through  very  similar  neural  mechanisms  across  ages.  In
the  third  section,  we  relate  the processes  of selective  attention  to three  domains  important
to academic  foundations:  language,  literacy,  and  mathematics.  Fourth,  drawing  on recent
literatures  on  the  effects  of video-game  play  and  mind-brain  training  on  selective  atten-
tion, we  discuss  the  possibility  of  training  selective  attention.  The  final  section  examines
the  application  of these  principles  to  educationally-focused  attention-training  programs
for  children.

© 2011 Elsevier Ltd. All rights reserved.

Academic achievement is determined by a variety of
factors including educational opportunity, socio-economic
status (SES), social aptitudes, personality traits, and cog-
nitive skills (see, for example, Brooks-Gunn and Duncan,
1997; Wentzel, 1991; Wentzel and Caldwell, 2006). Among
the latter, the ability to focus on the task at hand and
ignore distraction, also termed selective attention, appears
to have reverberating effects on several domains important
to academic foundations, including language, literacy, and
mathematics. While it is important to recognize that many
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factors determine academic achievement, the focus of this
paper will be exclusively on selective attention.

Selective attention refers to the processes that allow an
individual to select and focus on particular input for further
processing while simultaneously suppressing irrelevant or
distracting information. The competing information can
occur both externally, as in extraneous auditory or visual
stimulation in the environment, or internally, as in distract-
ing thoughts or habitual responses which get in the way of
performing the task at hand. As most studies in the litera-
ture have focused on the filtering of external information,
this review will focus primarily on the ability, when pre-
sented with a complex environment, to select the relevant
dimensions for the task at hand and respond appropri-
ately. Furthermore, the focus will be on the preschool
and early school years, although the considerable neural

1878-9293/$ – see front matter ©  2011 Elsevier Ltd. All rights reserved.
doi:10.1016/j.dcn.2011.11.001

dx.doi.org/10.1016/j.dcn.2011.11.001
http://www.sciencedirect.com/science/journal/18789293
http://www.elsevier.com/locate/dcn
mailto:cstevens@willamette.edu
mailto:daphne@cvs.rochester.edu
dx.doi.org/10.1016/j.dcn.2011.11.001


C. Stevens, D. Bavelier / Developmental Cognitive Neuroscience 2S (2012) S30– S48 31

development occurring during infancy in these domains
is acknowledged and discussed elsewhere (e.g., Dehaene,
1997; Kuhl, 2004; Richards, 2003; Sheese et al., 2008;
Xu and Spelke, 2000). Drawing on research from cogni-
tive science and cognitive neuroscience, we propose a role
for selective attention in three domains important to aca-
demic foundations (language, literacy, and mathematics).
In the sections below, we posit both possible neural mecha-
nisms linking selective attention to each domain, as well as
broader implications for educational and remediation pro-
grams based on existing data on the plasticity of selective
attention.

1. Neural bases of selective attention in adults

Studies of the neural bases of selective attention in
adults provide a useful framework for considering the
effects of selective attention on academic foundations dur-
ing development. These studies have often been divided
into three separate sets of questions. One set of questions
concerns how selective attention, once deployed, modu-
lates information processing. A second set of questions is
focused on the mechanism(s) by which selective atten-
tion is deployed, including the neural networks that orient
attention to particular aspects of the environment. Finally,
a third set of questions relates to the neural mechanisms
that actively manage competition from irrelevant stimuli,
particularly when these are more salient than the target
itself. These three sets of questions are considered in turn
below.

1.1. Influence of selective attention on information
processing

“Everyone knows what attention is. . .”  wrote William
James in 1890. “It is the taking possession by the mind, in
clear and vivid form, of one out of what seem several simul-
taneously possible objects or trains of thought. . . It implies
withdrawal from some things in order to deal effectively
with others.  . .”  (James, 1890, pp. 403–404). Despite these
reassuring words, it has taken the last 50 years of research
to understand how attention acts to regulate the flow of
information made available in the brain. We  are past the
raging debate of the 1960s over whether attention operates
by applying an early versus late bottleneck on information
processing (Broadbent, 1958; Deutsch and Deutsch, 1963).
This has been resolved by research showing that the effects
of attention can be observed from neural regions support-
ing early perceptual processing all the way to higher, more
integrative decision areas (e.g., Colby and Goldberg, 1999;
Martinez et al., 2001; O’Connor et al., 2002).

The first properly controlled study to identify the influ-
ences of selective attention on neural processing used
a clever experimental paradigm that manipulated the
focus of selective attention while holding all else constant
(Hillyard et al., 1973). In this pioneering experiment, Steven
Hillyard used the event-related brain potential (ERP) tech-
nique to examine the temporal dynamics of selective
auditory attention. Adult participants were presented with
two simultaneous streams of auditory tones delivered via
headphones separately to each ear. Participants attended

selectively to one ear and detected rare high-frequency
tones in the attended channel. Standard (non-target) tones
presented to the attended ear elicited larger N1s (nega-
tivity between 80 and 120 ms)  than the same tones when
presented in the unattended channel. This indicated that
selective attention modulated early neural processing. Fur-
ther, as some portion of the attention effect mirrored the
distribution of the underlying ERP components, this mod-
ulation appeared to act at least in part as a gain control
mechanism on input-driven neural activity. This paradigm
illustrated what became known as the Hillyard Principle: In
order to assess the effects of selective attention, responses
should be compared to the same physical stimuli while
holding overall arousal level and task demands constant,
such that all that differs is the focus of selective attention.

Since this initial report in 1973, several studies have
applied the Hillyard Principle to examine the effects of
selective attention on information processing in different
modalities or when directed to different stimulus attributes
(for reviews, see Hillyard et al., 1987; Hopfinger et al.,
2004). For example, using positron emission tomography
(PET) and functional magnetic resonance imaging (fMRI),
several studies report attentional modulation throughout
multiple cortical and even subcortical processing areas
(Corbetta et al., 1999; O’Connor et al., 2002; Schoenfeld
et al., 2007—but note that attention effects in the ear-
liest areas may  reflect feedback modulation as opposed
to modulations of the initial afferent volley, e.g., see
Martinez et al., 2001). Further, when selective attention
is directed to particular stimulus attributes (e.g., shape,
color, or motion) enhanced activity is observed in cortical
areas associated with processing that attribute (Corbetta
et al., 1999; Motter, 1994; Schoenfeld et al., 2007). Simi-
larly, when attention is directed toward particular object
classes associated with specialized cortical areas (e.g.,
faces, houses), activity is modulated in those object-specific
cortical regions (Wojciulik et al., 1998).

The attentional gating observed with non-invasive
neuroimaging techniques arises from a push–pull mech-
anism by which the coding of task-relevant information
is enhanced while that of task-irrelevant information is
suppressed. Several studies document that attention alters
the selectivity of neurons in the hierarchy of visual areas,
especially by improving the encoding of task-relevant fea-
tures (Jehee et al., 2011; Murray and Wojciulik, 2004;
Reynolds et al., 2000). Neurophysiological studies from
awake behaving monkeys further show that attention acts
by allowing neurons to fire as if only the attended object
were present in their receptive field, diminishing the effect
of distractors falling in the same receptive field (Reynolds
and Desimone, 2003; Sundberg et al., 2009; Verghese,
2001). As receptive fields increase in size from early to
later cortical processing areas, the modulatory effects of
selective attention become more marked, especially in later
areas where target and distractors are more likely to fall in
the same receptive field given their larger size (Luck et al.,
1997). In addition, several recent studies make clear that
increasing information processing of the attended stimulus
requires engaging neurons that have the best discrimi-
natory power between attended and distracting features.
This will not necessarily be the neuronal populations most
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selective to the attended dimension, but rather may  be neu-
ronal populations that fall between attended and distractor
features, as initially exemplified by Navalpakkam and Itti
(2007) (see also, Ma  et al., 2011; Scolari and Serrences,
2010). Thus, it is critical to also consider the nature of dis-
tractors and their relationship to the attended target when
interpreting attentional modulations.

1.2. Neural systems used to deploy selective attention

The above discussion focused on the effects of selective
attention on modulating the flow of information process-
ing. An additional fundamental issue concerns the origin of
these attentional modulations, that is, the neural systems
engaged to orient selective attention to the location, object,
or feature of interest. The guiding of selective attention
is commonly agreed to be controlled by both bottom-up
signals, with salient information guiding the allocation of
attention, as well as in a top-down fashion whereby the
goals of the participants also shape attentional allocation
(Buschman and Miller, 2007; Corbetta and Shulman, 2002;
Desimone and Duncan, 1995; Kastner and Ungerleider,
2000; Yantis and Serences, 2003). Such stimulus-driven
and goal-directed ways of controlling attention rely on
partially overlapping networks of brain areas, and, while
guided by separable operating principles, interact almost
constantly to ultimately determine attention allocation.

A fruitful approach to characterizing the operating prin-
ciples behind the deployment of selective attention is to
identify the neural response to preparatory cues that sig-
nal the spatial location or stimulus feature to be attended
prior to the appearance of the actual target display. Across
several single event fMRI studies, preparatory cues have
been found to engage a primarily fronto-parietal net-
work (Bressler et al., 2008; Corbetta et al., 2002; Corbetta
and Shulman, 2002; Walsh et al., 2011). For example,
Hopfinger et al. (2000) examined response to an informa-
tive color-coded cue presented at fixation that directed
spatial attention to the left or right visual field. Several
brain areas were engaged by the instructive cue (but not the
subsequent appearance of targets), suggesting their role
in top-down attentional control. These regions included
the intraparietal sulcus (IPS), frontal eye fields, and addi-
tional regions of the anterior frontal gyrus. These regions
appear important to the endogenous orienting of selective
attention, with some evidence that briefly presented cues
that capture attention exogenously recruit a similar neu-
ral network (Corbetta et al., 2008; Fan et al., 2005; Peelen
et al., 2004—but see also Buschman and Miller, 2007 for
differences between top-down and bottom-up sources of
attentional control).

While most research has focused on cues that direct
selective attention to spatial locations, other studies have
investigated cues directing attention to particular stimu-
lus features (e.g., color, shape, or motion). These studies
have identified similar fronto-parietal networks associ-
ated with orienting selective attention, although there is
evidence that the precise regions of the control network
may  vary somewhat based on the feature or type of selec-
tion being made (Corbetta and Shulman, 2002; Giesbrecht
et al., 2003). This suggests that while the effects of selective

attention are most apparent in the cortical areas associated
with the attended stimulus dimension (e.g., modulation
of motion-sensitive MT/MST when directing attention to
motion), it is a fronto-parietal network that is used across
dimensions to deploy selective attention.

1.3. Monitoring and resolving response conflict from
competing stimuli

The early attentional filtering reviewed above modu-
lates the amount of processing any distracting information
may  receive. Distractors may  be processed to varying
degrees as a function of their physical similarity to the
targets, their location in the visual field, and their intrin-
sic salience, to name a few (see Miller, 1991 for a review).
Thus, at times, distracting stimuli may  receive enough pro-
cessing to compete for response selection, triggering the
need for response conflict resolution. To assess the influ-
ences of such competing distractors, we  turn next to a
landmark paradigm in the field—the flanker compatibility
effect. Flanker tasks evaluate the impact on target process-
ing of distractors flanking a target as a function of whether
the flanker is compatible or incompatible with the response
associated with the target (Eriksen and Eriksen, 1974).

For example, in the arrow flanker task, participants
indicate the direction of a centrally pointing arrow while
ignoring the direction that nearby flanker arrows point
(Fan et al., 2002). Behaviorally, reaction time is slowed
and accuracy decreases when the flanker arrows point in
the opposite direction of the central arrow (incompatible
condition) compared to in the same direction (compatible
condition). This flanker effect is believed to result from the
processing of the peripheral, distracting arrows, such that
greater regulation of the competing input is required when
the flanker arrows point in an incompatible direction due
in large part to the competition between the response asso-
ciated with the target and that with the distractors. Larger
reaction time or accuracy differences between compatible
and incompatible conditions are typically taken as an index
of poorer attentional filtering ability. Other tasks in which
a competing dominant response must be inhibited are also
taken to measure filtering ability and the management of
response conflict, including classic Stroop tasks (e.g., the
color-name Stroop, in which participants name the color
of ink used to spell color words, such as responding ‘blue’
to the word RED printed in blue ink).

Using flanker and Stroop tasks, neural networks asso-
ciated with the managing of response conflict have been
identified by subtracting neural activity in response to
compatible trials from incompatible trials. These include
the anterior cingulate cortex (ACC), thalamus, and bilateral
frontal regions, as well as portions of the fusiform gyrus
(Casey et al., 2000; Fan et al., 2005; MacDonald et al., 2000).
Several studies suggest that the ACC is involved primarily
in the monitoring of response conflict, which in turn signals
frontal regions to resolve the conflict (Botvinick et al., 2004;
Bush et al., 2000; MacDonald et al., 2000). Interestingly,
ACC recruitment appears specific to situations involving
potential response conflict (as occurs in flanker and Stroop
tasks), whereas increasing competing stimuli that are not
associated with a competing response (as achieved with
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increased white noise or task-irrelevant signals) instead
recruits posterior parietal cortex (PPC) and frontal regions
(Liston et al., 2006). This suggests that the fronto-parietal
network described earlier may  be involved in narrowing
the focus of selective attention, whereas the ACC-frontal
network is specifically engaged to manage response con-
flict.

In support of the key role of frontal regions in regulat-
ing response conflict, greater activity in DLFPC has been
specifically associated with reduced interference on Stroop
tasks (MacDonald et al., 2000). Further, transient disrup-
tion of right inferior frontal junction (IFJ) using transcranial
magnetic stimulation impairs both attentional modulation
and subsequent memory performance in selective atten-
tion/working memory paradigms (Zanto et al., 2011). This
finding highlights the causal role of regions of the frontal
cortex in selective attention, as well as the critical role of
selective attention in supporting working memory perfor-
mance, a topic to which we will return later.

Taken together, these data indicate that selective atten-
tion is initially deployed using a largely fronto-parietal
network. When this network is effectively deployed, early
modulation of neural activity is observed during the first
few hundred milliseconds of neural processing, with the
effects of selective attention percolating throughout mul-
tiple cortical processing areas. These modulations allow
a first filtering of task-relevant information; in addition,
when competing sources of information lead to response
conflict, the ACC and associated frontal areas become
recruited to exert greater attentional control.

2. Development of selective attention

The above section focused on the neural systems medi-
ating selective attention in the mature adult. However,
many of the neural structures implicated above in effec-
tively deploying selective attention and resolving response
conflict, including regions of the prefrontal and parietal
cortex, show a protracted period of postnatal structural
development lasting into at least the third decade of life
(Giedd et al., 1999; Gogtay et al., 2004; Sowell et al., 2001;
Tsujimoto, 2008—see also Sowell et al., 2002 suggesting
the cingulate cortex shows more rapid structural matura-
tion relative to frontal regions). This slow maturation of
the basic neural architecture important to selective atten-
tion suggests that functional changes in selective attention
may  also occur throughout childhood and adolescence. As
in the discussion of selective attention in the mature adult,
we consider the maturation of both (1) the influences of
selective attention on neural processing and (2) the neural
systems that deploy and control selective attention.

Behaviorally, while some aspects of attention are clearly
present in some form in infancy (Gomes et al., 2000;
Richards, 2004), the ability to deploy and control selective
attention continues to develop into early adulthood (for
reviews, see: Plude et al., 1994; Ridderinkhof and van der
Stelt, 2000). For example, background noise creates greater
interference effects for younger children and adolescents
(Cherry, 1981; Doyle, 1973; Pearson and Lane, 1991; Plude
et al., 1994), who also show larger effects of flanker stimuli
relative to adults (Plude et al., 1994; Rueda et al., 2004).

Interestingly, despite generally poorer selective atten-
tion skills, there are some conditions under which children
can achieve adult-like performance. For example, while
children may  be less efficient at filtering information, if a
spatial (i.e., exogenous orienting) pre-cue is used to focus
children’s attention before appearance of the target, chil-
dren perform like adults (Akhtar and Enns, 1989). Also,
while children generally show larger flanker effects than
adults, children and adults can be made to show equiv-
alent flanker effects when attentional demands are high
(Huang-Pollack et al., 2002). This latter finding has been
interpreted in the framework of the perceptual load theory
of attention (Lavie, 2005), in which the processing of flanker
stimuli arises from untapped attentional resources spilling
over to distracting information. As attentional demands are
increased (by varying perceptual load, for example), most
available attentional resources are devoted to the target
stimulus, leaving little to no resources for distractor pro-
cessing. As a result, the size of the flanker effect decreases.
Accordingly, Huang-Pollack et al. (2002) found that flanker
interference decreased for both children and adults as per-
ceptual load of the central task increased. This effect was
greater for children than adults such that under conditions
of higher perceptual load, there were no longer differences
in flanker effects between children and adults.

These findings have important implications for con-
ceptualizing how selective attention develops. In a recent
review, Ridderinkhof and van der Stelt (2000) proposed
that the abilities to select among competing stimuli and
preferentially process more relevant information are essen-
tially available in very young children, but that the speed
and efficiency of these behaviors improve as children
develop. Reports of poor selective attention skills in older
children may  thus be a reflection of broad, inflexible, or
poorly tuned attention control rather than an inability
to differentially process attended and unattended stimuli
after attention has been deployed. The implication is that
selective attention can be recruited, even in young children,
if sufficient cues are provided to direct selective atten-
tion. With respect to the neural bases of selective attention
described above, this suggests that attentional modulation
of sensory processing may  be possible for children – includ-
ing early modulation of sensory processing – but that the
frontal-parietal structures guiding the control of selective
attention and the resolving of response conflict may  show
a more protracted period of development.

Within this framework, it would be predicted that when
children do deploy selective attention, the influences on
neural processing would be similar to those observed in
adults. For example, it might be expected that children,
like adults in the studies described above, can show atten-
tional modulation of neural processing that occurs within
the first 100 ms of stimulus presentation. To address this
question, we recently developed a child-friendly version
of the Hillyard selective auditory attention paradigm
described above (Coch et al., 2005; Sanders et al., 2006).
In this modified paradigm, children listened to one of two
narratives played simultaneously from separate speakers
located to the left and right of the child. Children were
cued to attend to one of the two  stories, and ERPs to
identical probe stimuli embedded in the attended versus
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unattended channel were recorded (see Fig. 1, top panel).
First, we tested whether adults showed typical attention
effects in this child-friendly paradigm. Remarkably, even
though adults were not actually listening to the probe
stimuli (they were merely embedded in the story), they
showed typical effects of selective attention on ERP
responses. Specifically, by 100 ms  post-stimulus onset,
ERPs in response to probe stimuli embedded in the
attended channel showed an increased negativity com-
pared to responses to identical probes embedded in the
unattended channel. When this task was used with chil-
dren as young as three years of age, probe stimuli elicited
a broad positivity from about 100–300 ms  post-stimulus
onset, rather than the typical P1-N1 morphology observed
in adults. However, as in adults, the neural response in
children was modulated by selective attention within
100 ms,  such that the broad positivity was amplified in
response to probes embedded in the attended as compared
to unattended channel (see Fig. 1, middle panel).

These findings provide compelling support for the
argument that, with sufficient cues, children can show
impressive attentional modulations. However, not all chil-
dren show this robust effect of selective attention on
early neural processing. For example, children from lower
socio-economic backgrounds show reduced effects of selec-
tive attention on early neural processing relative to their
peers from higher socioeconomic backgrounds (Stevens
et al., 2009) (see Fig. 1, bottom left panel). Similar results
were recently reported using a similar paradigm with
adolescents from different socioeconomic backgrounds
(D’Angiulli et al., 2008). This suggests that individual differ-
ences during development exist in the capacity to deploy
selective attention and, as a result, modulate early neu-
ral processing. More generally, the findings suggest that
the ability to control the deployment of attention is fragile
in development, and while essentially available, atten-
tional modulation may  not be harnessed to the same
degree by all children. At stake, then, is the issue of why
selective attention is not always deployed effectively in
children, as proper deployment has a cascade of benefi-
cial consequences on neural processing. It is likely that
these differences reflect less mature control structures, or
sources of attentional modulation, as well as greater dif-
ficulty handling response conflict. As mentioned earlier,
some of the prefrontal and parietal areas implicated in
attentional control are structurally the latest developing
neural structures, and these regions may  show similarly
protracted periods of functional development.

To our knowledge, no studies have examined devel-
opmental changes in the neural response to endogenous
orienting cues. However, one fMRI study examined devel-
opmental changes in an exogenous cueing paradigm, in
which a spatial pre-cue exogenously oriented attention
to a spatial location either congruent (valid) or incongru-
ent (invalid) with the subsequent appearance of a target
(Konrad et al., 2005). In comparison to adults, children
age 8–12 years showed larger reaction time differences
between valid and invalid cue trials, as well as less recruit-
ment of the right temporo-parietal junction (TPJ) relative
to adults. The right TPJ is believed to be particularly impor-
tant to disengaging attention from a previously attended

location, suggesting that the ability to dynamically re-
allocate attention as task demands change may  also be a
slower maturing process.

The ability to handle response conflict may  also be
particularly slow to develop in children. Several studies
have examined developmental changes in the neural sys-
tems important for handling response conflict, as arises in
Stroop and flanker tasks. Using various color-word Stroop
tasks, age-related increases in prefrontal cortex activity
have been reported for incongruent relative to neutral or
congruent trials (Adleman et al., 2002; Marsh et al., 2006;
Schroeter et al., 2004), with younger children also show-
ing a delay in prefrontal deployment by approximately two
seconds relative to adults (Schroeter et al., 2004). There
is also evidence to suggest greater recruitment of parietal
regions with increasing age during Stroop tasks, though
these differences may  be present only between children
and adolescents and show little development from adoles-
cence to adulthood (Adleman et al., 2002). Less consistent
have been findings for age-related changes in the ACC dur-
ing Stroop interference, with reports of both increased
(Adleman et al., 2002) and decreased (Marsh et al., 2006)
activity with age. A separate study examined neural activ-
ity to congruent relative to neutral conditions in a flanker
arrow task in children and adults (Bunge et al., 2002).
Children age 8–12 years showed atypical recruitment of
prefrontal cortex relative to adults. Specifically, children
showed greater left PFC activity whereas adults showed
greater right PFC activity. These differences in laterality
were taken to reflect possible changes in attentional strat-
egy, with children perhaps more reliant on the verbal
coding of arrow directions to perform the task.

Taken together, studies of the development of selective
attention suggest both similarities and differences between
children and adults. Clearly selective attention can influ-
ence neural processing – and do so even at early stages of
perceptual processing – in children. This suggests that, once
deployed, comparable neural mechanisms mediate atten-
tional modulations in children and adults. In contrast, the
control structures guiding both the deployment of selective
attention (i.e., fronto-parietal networks) and the resolv-
ing of response conflict arising from competing stimuli
(i.e., ACC-frontal regions) show maturation that contin-
ues through adolescence. Next, we consider the impacts
of compromised selective attention on foundational pro-
cesses important to three academic domains.

3. Role of selective attention on domains important
to academic performance

The above discussion has highlighted the impact of
selective attention on multiple stages of neural process-
ing and demonstrated that this mechanism of attention
is essentially available to very young children. By what
specific mechanisms might selective attention have wide-
ranging impacts on domains considered essential to
academic achievement? Below, we examine three tra-
ditional domains relevant to the education literature,
including language, literacy, and mathematics, positing
possible neurobiological mechanisms linking selective
attention to performance in each domain.



C. Stevens, D. Bavelier / Developmental Cognitive Neuroscience 2S (2012) S30– S48 35

Fig. 1. Effects of selective auditory attention on neural processing in adults and children. Top panel: Schematic representation of the experimental paradigm.
Children were instructed to attend to the story presented from either the left or right speaker. ERPs were recorded to probe stimuli superimposed on both
the  attended and ignored narrative. Middle panel: Both children and adults showed attentional modulation of early (∼100 ms) sensory ERP components,
though the morphology of the underlying evoked potential differed. Bottom panel: Early attentional modulation of evoked potentials is reduced children
from  lower socio-economic backgrounds (left box) or with specific language impairment (right box).
Data taken from: Sanders et al. (2006), Stevens et al. (2009, 2006).
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Fig. 2. Effects of temporal selective attention on neural processing of continuous speech in adults and children. Top panel: Schematic representation of
experimental paradigm. Attention probes, 50 ms  excerpts of the narrator saying “ba”, were presented during acoustically matched portions of continuous
speech.  The probes were presented concurrently with word onsets and at random control times among other conditions. Bottom panel: Probes presented
during  the initial portions of words elicited a larger negativity by 80 ms after onset in both adults and 3–5-year-old children over anterior and medial
regions.
Data  taken from: Astheimer and Sanders (2009, 2011).

3.1. Selective attention & language processing

From the first day of kindergarten, children receive
instruction and interact with classmates via spoken lan-
guage. This renders early success in the classroom largely
contingent on entering the school system with a basic
facility in oral language. Here, we consider how selective
attention may  be implicated in language processing. This
consideration begins with the observation that while audi-
tory speech is perceived as a series of discrete words, the
actual acoustic signal is a complex, rapidly changing stream
of information with few objective boundaries. Further, the
acoustic boundaries that do exist seldom coincide with
actual word boundaries (see Fig. 2, top panel). From this
continuous stream of auditory input, then, the listener faces
the challenge of parsing word boundaries and extracting
meaning. Complicating this task, many speech sounds are
differentiated based only on subtle spectral or temporal dif-
ferences on the order of tens of milliseconds, and many

morphemes have low perceptual salience in the context of
the continuous speech stream.

Given the complex nature of the speech signal, it is
reasonable to ask what role selective attention might
have in facilitating language processing. Whereas this
review has up until now focused on selectively attend-
ing when competing visual or auditory information is
presented simultaneously, temporal selective attention
involves identifying and selecting particular points in time
for further processing. Several recent ERP studies doc-
ument that humans can allocate attention to particular
points in time and that the effects on neural processing are
markedly similar to those observed with selection based
on other stimulus features, with attentional enhancement
evidenced as an increased neural response within 100 ms
of processing (Griffin et al., 2002; Lange et al., 2003).

The link between temporal selective attention and
speech processing has recently been explored in an elegant
series of ERP studies. In one study, participants listened to
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sentences, and ERPs were recorded during word-initial as
compared to word-medial syllables within the sentences,
with the syllables equated for loudness, length, and phone-
mic  content (Sanders and Neville, 2003). To ensure that
participants were attending to the sentences, they were
occasionally queried as to whether the preceding sentence
contained a particular word. Adults showed a larger N1 to
word-initial as compared to word-medial syllables, sug-
gesting temporal selective attention has been allocated
to the initial portions of the words. Similar results have
been reported for word-initial and word-medial syllables
embedded in continuous strings of novel psuedowords
among participants who are able to learn the novel words
in a separate task prior to ERP testing (Sanders et al., 2002).
Similar results are also reported when ERPs are recorded
to identical probe stimuli superimposed on continuous
narratives, such that probes presented at or immediately
following word onsets elicit an enhanced N1 compared to
probes embedded in other locations matched for acous-
tic properties (Astheimer and Sanders, 2009—see Fig. 2,
bottom left panel). This early enhancement suggests that
when processing speech, listeners learn to identify and
predict word initial segments and selectively direct atten-
tion to those points in time to aid in processing. Although
not explored, similar processes may  enable listeners to
direct attention to other points in time with high infor-
mation value, e.g., the points in time where inflectional
morphemes might appear. Thus, deploying temporal selec-
tive attention strategically may  allow the listener to select
and amplify processing of the portions of the speech signal
most critical for comprehension.

If temporal selective attention were important to lan-
guage learning, we would expect to find that young
children are able to deploy this mechanism during lan-
guage acquisition. In a recent study, Astheimer and Sanders
(2011) examined whether children age 3–5 years show
evidence of temporal selective attention during speech
processing, similar to that observed in adults in the studies
described above. ERPs were compared to linguistic probe
stimuli embedded in an ongoing children’s narrative, either
concurrent with word onsets or at other control times
matched for basic acoustic properties. Results indicated
that children, like adults, deployed temporally selective
attention to modulate early sensory processing of linguistic
probes presented coincident with word onsets relative to
control times (see Fig. 2, bottom right panel). These findings
indicate that early enhancement of word-initial processing
is a neural mechanism available to young children and thus
a candidate critical mechanism for parsing and processing
the continuous speech stream. To the extent that chil-
dren have difficulty selectively attending – or using cues
to identify which regions should be attended – they may
face difficulties parsing and processing the speech stream.
Indeed, other research indicates that selective attention
may  be important to shaping auditory sound processing
during development, including aspects of sound process-
ing important to language development (Sussman and
Steinschneider, 2009).

In support of the role of selective attention in lan-
guage processing, several studies have examined whether
children with Specific Language Impairment (SLI) exhibit

deficits in selective attention. SLI is a developmental dis-
order marked by delayed and atypical language ability
that cannot be explained by a child’s age, general intelli-
gence, or educational opportunity (Leonard, 1998). Several
behavioral studies report deficits in aspects of selective
attention among children with SLI (Noterdaeme et al.,
2000; Spaulding et al., 2008; Ziegler et al., 2005). However,
as behavioral tasks represent the summed activity of mul-
tiple stages of processing, it is unclear whether the locus
of the attention deficit arises in attentional modulation of
early sensory processing.

To examine whether the early neural effects of selec-
tive attention are compromised in children with SLI, we
recently compared a group of children with SLI to a control
group matched for age, gender, nonverbal IQ, and socioeco-
nomic status using the child-friendly ERP selective auditory
attention task described above (Stevens et al., 2006). In this
task, children attended selectively to one of two narratives
presented from separate speakers, and ERPs were recorded
to probe stimuli superimposed on the attended and unat-
tended stories. Although the children with SLI were willing
and able to perform the selective attention task (as indi-
cated by performance on comprehension questions about
the attended story), they did not show early effects of atten-
tion on neural processing (see Fig. 1, bottom right panel).
Furthermore, these performance deficits were associated
specifically with a reduced ability to enhance the neural
response to the attended stimuli (i.e., a problem with sig-
nal enhancement), rather than difficulty suppressing the
unattended response. It is an ongoing question whether
children with SLI show the same deficits in temporal selec-
tive attention during online language processing. However,
the striking deficits in selective auditory attention sug-
gest this may  be a critical link between selective attention
and language processing difficulties in at least some chil-
dren with SLI. It remains for future investigations to further
assess the strength of such a link.

3.2. Selective attention & literacy

The emergence of written symbol scripts during human
history had the advantage of transforming the ephemeral
speech signal into a durable visual form. This form is widely
used in academic contexts as the medium for communi-
cating information. However, printed text brought with
it new demands on visuo-spatial attention. Unlike lan-
guage processing, where auditory selective attention must
be directed to critical points in time, reading requires that
visual selective attention be focused spatially. Without this
ability, the printed page would be a sea of visual clut-
ter. For example, all scripts require that selective attention
move serially in some ordered fashion (e.g., from left to
right across a page and/or from top to bottom), and there
is evidence that learning to read biases both the gradi-
ent of visual attention and scan patterns to align with the
demands of the script being learned (Ferretti et al., 2008).
For alphabetic scripts, attention must be further focused,
particularly during the early learning stages, on letters and
letter clusters in order to acquire the mappings between
graphemes and speech sounds, i.e., knowledge of the alpha-
betic principle. Below, evidence for the role of selective



38 C. Stevens, D. Bavelier / Developmental Cognitive Neuroscience 2S (2012) S30– S48

attention on literacy development is reviewed, with an
emphasis on the impact of attentional focus during alpha-
betic script learning on the development of neural systems
important for fast and accurate reading.

As a relatively recent cultural invention, reading is a
form of perceptual expertise that is unlikely to be innately
specified in the brain (Cohen and Dehaene, 2004). Thus,
over the course of literacy acquisition, the brain must adapt
processing systems to support the fast, accurate identifi-
cation of written symbol strings. Although neuroimaging
studies have identified a set of left-hemisphere regions
important to skilled reading (e.g., for a review see Pugh
et al., 2000), we focus here on a region of left extrastri-
ate cortex, often referred to as the visual word form area
(VWFA) (Cohen et al., 2000; McCandliss et al., 2003b).  This
area is believed to respond preferentially during tasks that
involve the automatic conversion of a visual form to a lin-
guistic form, most typically with printed words but also
observed in other tasks including naming visual presenta-
tions of objects and colors (e.g., see Price and Devlin, 2003;
Wright et al., 2008). Intracranial recordings and ERP stud-
ies localize the rapid timecourse of neural specialization in
the VWFA, with the N170 larger in amplitude over left pos-
terior regions in response to words relative to other classes
of visual stimuli and likely arising from the activity of neu-
rons in the VWFA (e.g., Allison et al., 1994; Bentin et al.,
1999; McCandliss et al., 2003b).

Left-lateralization of the N170 is observed not only
during explicit reading, but also during implicit pro-
cessing tasks that do not require reading, such as
one-back repetition detection tasks. This observation has
led to the phonological mapping hypothesis (Maurer and
McCandliss, 2007), which proposes that left-lateralization
of the N170 to words reflects automatic links between
orthography and left-lateralized phonological systems.
Indeed, there is evidence for developmental shifts in the
lateralization of the N170 to words during reading acqui-
sition. During the initial stages of reading acquisition,
children show a bilateral or even right-lateralized N170
enhancement to words relative to false-font strings in
one-back tasks (Maurer et al., 2005, 2007). Initial right-
lateralization of the N170 is hypothesized to reflect a visual
expertise effect, similar to that observed for face stim-
uli or novel trained objects (Rossion et al., 2002), that
does not become left-lateralized until words are automat-
ically mapped to left-lateralized phonological systems. In
this context, it is reasonable to assume that these auto-
matic mappings are facilitated when attention is directed
to smaller units of orthographic analysis during early liter-
acy acquisition.

In support of this hypothesis, a recent study examined
whether the N170 lateralization in response to a novel sym-
bol script was influenced by attentional focus during the
learning phase. In this study, a group of adults received a
brief, 20-min training session with a novel symbol script in
which portions of holistic word symbols consistently cor-
responded to particular phonemes (see Fig. 3). Attentional
focus during training was manipulated by instructing half
of participants to focus on the symbol as a holistic unit and
the other half to focus on mapping portions of the sym-
bol to individual phonemes (i.e., explicit attention to the

alphabetic principle), also shown in Fig. 3. Following the
training, ERPs were recorded while participants completed
an explicit phonology-based task in which they indicated
whether a visually presented symbol matched an audito-
rily presented word (both trained and untrained symbols
were used, with similar results across stimulus types).
Results indicated that N170 responses to the visual symbols
varied as a function of attentional focus during train-
ing: adults instructed to focus on the symbols holistically
showed a bilateral N170 response to the symbols whereas
adults trained to map  the symbols to phonemes showed
a left-lateralized N170 response (Yoncheva et al., 2010).
Interestingly, neither group showed a left-lateralized N170
to the newly learned symbols during an implicit process-
ing one-back task (Maurer et al., 2010). The differentiation
across tasks is hypothesized to be a consequence of the
brief 20-min training, with left-lateralization not yet appar-
ent in the implicit processing one-back task. Longer-term
training data will help further evaluate this hypothesis.
However, the most striking finding across these studies was
that left-lateralization of the N170 to words only occurred
for the group of participants who  attended to the embed-
ded alphabetic principle within the novel symbols. This
suggests that attentional focus, and the ability to identify
and process smaller orthographic-to-phonological units
of words, may  facilitate the development of rapid, left-
lateralized neural responses important to fluent reading.

A recent fMRI study further supports the relationship
between selective attention and development of the VWFA
(Vogel et al., 2011). This study used resting state functional
connectivity MRI  to examine the functional relationship
between the VWFA and other brain regions. The logic of
the analysis was  that brain areas that show correlated
slow fluctuations of BOLD activity during rest likely share
a history of use-dependent co-activation. Although the
VWFA is considered a key part of the reading network, its
slow fluctuations of BOLD activity showed little correla-
tion with other regions of the reading network (left SMG,
AG, and ITG). Instead, large correlations were observed
between activity in the VWFA and fronto-parietal regions
associated with orienting selective attention (bilaterial IPS,
MT+, and frontal eye fields). Further, the strength of these
associations increased with age and reading experience,
particularly in the IPS. These findings suggest that selective
attention may  be critical to development of the VWFA, per-
haps through the role of fronto-parietal attention networks
in shifting the focus of selective attention to different unit
sizes (words, letters, or bigrams/trigrams) during literacy
acquisition.

These data are suggestive that selective attention may
be important for establishing the neural circuits important
for efficient reading, and in particular the development of
responses in the VWFA to word strings. A related question,
then, is whether there is evidence that individuals with
Specific Reading Disorder (dyslexia) show atypical selec-
tive attention. Indeed, multiple studies have documented
deficits in aspects of visual selective attention among indi-
viduals with reading disorder, using both linguistic and
nonlinguistic stimuli (Atkinson, 1991; Bosse and Valdois,
2009; Sperling et al., 2005; Spinelli et al., 2002—but see
also Shovman and Ahissar, 2006). Further, the relationship
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Fig. 3. Effects of attentional focus during a novel word learning task on lateralization of the N170. Top panel: Participants received a 20-min training on a
novel  symbol script. The script contained a hidden alphabet, in which portions of the symbol corresponded to individual speech sounds (see right side, bold
for  illustration only). During the training, participants were either instructed to attend to the symbol holistically (right side) or to the grapheme-phoneme
mapping (right side). Bottom panel: ERPs recorded to both trained and transfer characters during a test of word learning showed left-lateralized N170
responses in the grapheme-phoneme group only, whereas the whole-group group showed a bilateral response.
Data  taken from: Yoncheva et al. (2010).

between measures of attention and literacy skill may  be
more pronounced during the early years of literacy acquisi-
tion (Bosse and Valdois, 2009), and several recent reviews
have proposed that selective attention is critical to early
literacy acquisition (Valdois et al., 2004; Vidyasagar, 2005;
Vidyasagar and Pammer, 2009). Further, there is evidence
to suggest that while children with dyslexia easily focus
attention on letters in the word-initial position, they have
particular difficulty focusing attention on letters in other
positions within the word (McCandliss et al., 2003a).  As
well, using the ERP selective auditory attention paradigm
described earlier, in which children attend selectively to

one of two simultaneously presented narratives, we  have
recently shown that five-year-old children with poor pre-
literacy skills show reduced effects of selective attention
on early neural processing (Stevens et al., 2011).

These findings indicate deficits in selective attention
among individuals with reading disorder, but a remain-
ing question is whether or how these attention deficits are
related to the development of the neural circuits important
to efficient reading. Several studies document under-
activation of left posterior regions of the reading network in
adults and children with dyslexia, including the VWFA (for
reviews, see McCandliss and Noble, 2003; Pugh et al., 2000).



40 C. Stevens, D. Bavelier / Developmental Cognitive Neuroscience 2S (2012) S30– S48

Interestingly, while training studies have demonstrated the
ability to improve decoding skill among individuals with
dyslexia, including increased activity in the VWFA evident
with fMRI (Shaywitz et al., 2004), the rapid timecourse of
neural activation in some neural areas, evident with mag-
netoencephalographic imaging, can remain delayed even
following intervention (Simos et al., 2002). This finding
parallels behavioral results showing improved (non-timed)
decoding skills, but relative intractability of reading fluency
(i.e., reading that is both fast and accurate) (Shaywitz et al.,
2004). It is possible that attentional control may be critical
to driving the automatization indexed by left-lateralization
of the N170, and in turn fast and accurate reading. Although
only suggestive at this point, one study demonstrated that
prior attention training translated to increased benefits
of a subsequent remedial writing intervention for adoles-
cents with dyslexia (Chenault et al., 2006). However, to
date no studies have examined how prior (or concomi-
tant) attention training may  impact the efficacy of reading
interventions, including the recruitment and timecourse of
activation of neural systems important for reading. This
will represent an important direction for future research
and contribute to our understanding of the relationship
between selective attention and the development of neural
circuits supporting reading.

3.3. Selective attention & mathematics

Mathematics is a broad domain, including several dis-
tinct skills. Here, we consider the role of selective attention
on a particular class of mathematics tasks referred to
as word problems. We  acknoweldge however that other
aspects of math skill may  be impacted by selective atten-
tion (e.g., see Piazza and Dehaene, 2004). In word problems,
an individual must hold on to and retain relevant infor-
mation presented linguistically for making a computation
while not being distracted by extraneous information
irrelevant to the computation. Furthermore, the relevant
information must then be effectively manipulated to arrive
at a computational solution. Intuitively, word problems
place high demands on working memory, which in turn
is influenced by selective attention. Indeed, it has been
proposed that working memory skills are particularly
important during word problems in order to form a con-
ceptual problem model, as opposed to approaching word
problems with rote, direct-translation strategies (Hegarty
et al., 1995; Jonassen, 2003; LeBlanc and Weber-Russell,
1996). Importantly, this begins to highlight the interac-
tion between working memory and selective attention.
Although these have traditionally been treated as distinct
mental capacities, as detailed below there is considerable
interactions between these processes, both in terms of
functional significance and neural bases.

Behavioral studies have associated poor performance on
mathematics word problems with poorer working mem-
ory performance (Andersson and Lyxell, 2007; Fuchs et al.,
2006; Swanson and Beebe-Frankenberger, 2004; Swanson
and Jerman, 2006). Importantly, the working memory
deficits extend beyond numerical content to visuo-spatial
and verbal working memory tasks (Wilson and Swanson,
2001), and the zero-order correlations between working

memory and word problems are higher than correlations
between working memory and basic arithmetic or com-
putation skills (Fuchs et al., 2006). Similarly, errors in
mathematical computation are often attributed to deficits
in working memory, rather than procedural knowledge
(Ayres, 2001), and somewhat ironically, mathematics anx-
iety is associated with a concomitant reduction in working
memory capacity and mathematics performance (Ashcraft
and Krause, 2007). However, studies that include multiple
predictors of word problem performance simultaneously
in a model often report reduced or eliminated effects
of working memory on word problem performance (e.g.,
Fuchs et al., 2006; Kail and Hall, 1999). When associations
with working memory are reduced or eliminated in study
results, this may  reflect the selection of particular working
memory measures (see Fuchs et al., 2006 for a discussion)
or may  be the result of shared variance across predictors
entered in the model (e.g., between working memory and
verbal processes, inattention, and processing speed, see, for
example, Fuchs et al., 2006; Kail and Hall, 1999).

Interestingly, recent data suggest that working mem-
ory deficits among individuals with mathematics difficulty
are related to impairments in ignoring irrelevant or no
longer relevant information during memory tasks. This
is seen in a high number of intrusion errors of pre-
viously presented, but currently task-irrelevant content
during working memory tasks (Passolunghi et al., 1999;
Passolunghi and Siegel, 2001). This pattern of intrusion
errors of to-be-ignored information suggests a difficulty
suppressing items that are either irrelevant or that have
been processed but are now irrelevant to the task at hand.
Although few studies have directly assessed aspects of
attention in relation to mathematics performance, one
recent study reported that the degree of interference in a
flanker arrow task is associated with poorer mathematics
performance in a sample of 12 year olds (Checa and Rueda,
2011).

These findings suggest a link between attention and
mathematics word problems skills that is mediated by
the effect of selective attention on working memory.
This hypothesis is yet to be tested directly. However,
several neuroimaging studies support the role of selec-
tive attention, and distractor suppression in particular,
in effective working memory performance. For example,
in a recent study by Vogel et al. (2005),  working mem-
ory capacity was related to a neurophysiological measure
of attentional selection. Individuals with higher working
memory capacity were better able to suppress irrelevant
items and encode only the relevant items presented in a
multi-stimulus display. In contrast, individuals with poorer
working memory capacity encoded more information from
the display, including irrelevant items. This suggests that
selective attention, and distractor suppression in particu-
lar, is important for regulating access to working memory
and optimizing working memory capacity (Cowan and
Morey, 2006).

Additional support for the relationship between selec-
tive attention and working memory was  found in a recent
study by Zanto and Gazzaley (2009).  Participants in this
study observed a series of four multi-dot images, alternat-
ing between stationary single-colored dots and coherently
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moving grey dots. In different blocks, participants were
instructed to attend either to the moving dot images,
the stationary colored dot images, or both. After a delay
period, a probe image appeared and participants indicated
whether it had appeared in the four-item sequence. ERPs
of identical dot images in the attended as compared to the
unattended position were compared, separately for trials
considered to have high as compared to low performance
based on a median split of reaction time. Evidence was
found for larger effects of attention on neural processing
in the first few hundred milliseconds after stimulus onset
for high as compared to low performance trials. Further,
the differences across trial types were specific to better
suppression of irrelevant stimulus displays (as opposed
to greater signal enhancement of the to-be-attended dis-
plays), further suggesting that distractor suppression is a
key mechanism associated with improved working mem-
ory performance. Taken together, these data suggest that
effective allocation of selective attention during encoding,
and in particular the suppression of irrelevant information,
helps optimize working memory performance.

The links between selective attention and mathemat-
ics performance are clearly more speculative than those
linking selective attention with language and literacy.
However, the above data suggest interesting links between
selective attention and mathematics performance, medi-
ated by the effect of selective attention on working
memory. Future studies can test this hypothesis directly.
As well, cleverly designed neuroimaging studies may  be
able to assess the distribution of attention across informa-
tion in word problems using paradigms parallel to those
described earlier.

4. Malleability of selective attention: Insights from
adult populations

Given the vulnerability of selective attention skills and
their proposed relevance for processing across several
academic domains, it is reasonable to ask whether selec-
tive attention itself can be trained. If so, such training
might be expected to act as a force-multiplier, leading to
improvements across a range of domains. Two lines of
research demonstrate the capacity of selective attention to
be enhanced, the first one concerns action game play and
the second mind-body training.

Across several studies, action game play is related to
enhancements in various aspects of attention, including
selective attention over space, time, or objects (for a
review, see Hubert-Wallander et al., 2010). Recently,
Mishra et al. (2011) made use of the steady-state visual
evoked potentials technique to understand the neural
bases of the attentional enhancement noted in action
gamers (see Fig. 4). They found that action gamers more
efficiently suppress unattended, potentially distracting
information. Participants viewed four different streams
of rapidly flashed alphanumeric characters. Each stream
flashed at a distinct temporal frequency allowing retrieval
of the brain signals evoked by each stream independently
at all times. Thus, not only could the brain activation
evoked by the attended stream be retrieved, but also
those evoked by each of the unattended and potentially

distracting streams. Action gamers suppressed irrelevant
streams to a greater extent than non-gamers, and the
extent of the suppression predicted the speed of their
response. This finding suggests that action video-game
play sharpens selective attention by allowing players to
better focus on the task at hand by ignoring other sources
of potentially distracting information.

A second line of research has examined changes in
attention abilities among experienced meditators. While
there is some evidence that different styles of med-
itation are associated with unique changes at both a
behavioral and neural level (e.g., see Jha et al., 2007;
Lutz et al., 2008), across several studies of different
meditation styles, experienced meditators show enhance-
ments in several aspects of selective attention (Jha et al.,
2007; Kubose, 1976; Linden, 1973; Slagter et al., 2007),
similar to that reported in action gamers. It has been
proposed that meditation improves attention in a practice-
related manner, with the act of meditation engaging
neural systems supporting selective attention. In sup-
port of this hypothesis, several neuroimaging studies
document engagement of fronto-parietal regions associ-
ated with deploying selective attention during meditation
(Brefczynski-Lewis et al., 2007; Cahn and Polich, 2006),
with similar regions recruited across a variety of medita-
tive styles (Cahn and Polich, 2006). However, as a relatively
young field, most studies have not differentiated specific
subregions of frontal or parietal cortex.

The study of attentional changes in action video gamers
and experienced meditators provide both a “proof of con-
cept” for the malleability of attention and also underscore
several important methodological points. First, both lines
of research provide causal evidence for the role of experi-
ence in shaping attention through the inclusion of training
studies with random assignment to conditions. In these
studies, previously inexperienced gamers or meditators
show improvements following training in their respec-
tive domain relative to comparison control groups (e.g.,
see Feng et al., 2007; Green and Bavelier, 2003, 2006a,b,
2007; Jha et al., 2010; Spence et al., 2009; Tang et al.,
2007). However, within the study of action video gamers,
the enhancements in attention appear most marked when
the experience is with action video games (e.g., Medal of
Honor, Call of Duty, Unreal Tournament). Similar effects
are not observed with other types of games tested (e.g.,
Tetris, Restaurant Empire, the Sims). Thus, at present this
particular line of research has limited utility ethically as an
attention training program for children.

Second, these studies provide insights into the nature of
neural changes that take place in attentional systems. For
example, it should be noted that not all aspects of attention
seem equally enhanced by action game play. While top-
down attentional mechanisms are altered for the better,
there is little evidence for changes in bottom-up mech-
anisms, at least as measured by the automatic orienting
an exogenous cue produces (Castel et al., 2005; Dye et al.,
2009a; Hubert-Wallander et al., 2011).

Third, when changes are observed, these changes are
not always linear in nature. For example, Brefczynski-
Lewis et al. (2007) examined the effects of auditory
distractor sounds on neural processing while participants
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Fig. 4. Plasticity of distractor suppression mechanisms in action video game players (VGPs) relative to non action video game players (NVGPs). Participants
viewed different streams of rapidly flashed alphanumeric characters. Each stream flashed at a distinct temporal frequency, and steady state visual evoked
potentials (SSVEPs) were recorded at each frequency. Action gamers suppressed irrelevant streams to a greater extent than non-gamers and the extent of
the  suppression predicted the speed of their response.
Data taken from: Mishra et al. (2011).

meditated on a visual stimulus. Compared to inexperienced
meditators, participants with some meditation experi-
ence showed greater activity in fronto-parietal regions in
response to distracting auditory sounds. Yet, expert med-
itators showed a striking down-regulation of activation

in these regions under the same condition. This inverted
U-shape pattern is consistent with the view that medi-
tation experience initially enables greater recruitment of
attentional control systems as the attentional task becomes
more effortful; but as expertise develops with extra
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training, meditation expertise may  allow one to achieve
a focused state of attentional control more automatically,
therefore calling upon fewer attentional resources (see also
Petersen et al., 1998 for reductions and changes in neu-
ral recruitment as automaticity sets in). The possibility
of increasing attentional allocation and its automatic-
ity is mirrored in a recent report documenting reduced
recruitment of fronto-parietal networks in action gamers
as compared to non-gamers as attentional demands were
increased (Bavelier et al., 2011). Further studies are needed
to link changes in the fronto-parietal network with behav-
ioral enhancement, however this work already highlights
the importance of considering non-linear changes in the
dynamics of selective attention with training, including
changes in processing resources, primary task demands,
and automaticity with training (see Lustig et al., 2009 for
similar considerations about working memory training).

Finally, this line of research has highlighted challenges
with some measures of attention currently used in the
developmental literature. In particular, this work demon-
strates that interpretation of flanker compatibility effects
such as those measured in the ANT paradigm (Fan et al.,
2002; Rueda et al., 2004) should not be considered as an
absolute measure of the ability to deploy efficient filtering.
In several studies, action video game players were found
to have larger filtering scores than nonaction game players
(Dye et al., 2009b; Green and Bavelier, 2003, 2006a).  While
this would typically be interpreted as a lack of attentional
control in the developmental literature, gamers concur-
rently show reaction times on incompatible trials that are
faster than those of non-gamers on compatible trials. In
short, they excel at the target task while exhibiting greater
spill-over of unused resources to distractors. This suggests
that a subtraction score can be influenced by overall reac-
tion time differences across groups and/or by differences
across groups in the difficulty of the central task, i.e., differ-
ences in perceptual load of the primary task (see Dye et al.,
2009b for a discussion of this issue), and should thus be
interpreted cautiously. This is of special concern in devel-
opmental studies in which typically groups of different ages
or etiology show major differences also in basic reaction
times.

Taken together, the literature on attentional enhance-
ments in adults provides a proof of concept for the
malleability of selective attention, and in particular
improvements in attentional allocation and distractor sup-
pression. Although activities such as action video-game
play and intense meditation may  seem quite disparate at
first sight, they may  evoke shared mechanisms by enabling
greater automatization and flexibility of attentional con-
trol. The key component that a training regimen would
need to include to achieve such changes is an extremely
active area of research. Next, we consider the implications
of these benefits for training programs in an educational
context.

5. Malleability of selective attention: Implications
for childhood education

Given the evidence that some aspects of attention can
be trained, it is natural to ask whether such benefits can

be observed following more academic-focused training
with children, as this may  have important implications for
educational practice. Interestingly, we first observed such
attentional enhancements in an education setting with
children in response to proposed domain-specific interven-
tions targeting auditory processing and/or literacy skills.
In one study (Stevens et al., 2008), we examined whether
six weeks of high-intensity training (100 min/day) with a
computerized intervention program designed to improve
language skills would influence the neural mechanism of
selective auditory attention we  had previously shown to
be deficient in children with SLI. Following training, both
children with SLI and typically developing children receiv-
ing the training showed larger effects of selective attention
on neural processing. Similar changes were not observed in
a no-treatment control group. In a second study (Stevens
et al., 2011), we examined five-year-old children either on-
track in preliteracy skills or at-risk for reading difficulties
both before and after the first semester of kindergarten.
The at-risk group also received supplemental instruction
with the Early Reading Intervention (ERI, an evidence-
based reading intervention, Simmons et al., 2007, 2003) in
addition to the regular kindergarten curriculum. Children
receiving the supplemental reading instruction showed
increases in the effects of selective attention on neural pro-
cessing from the beginning to end of the first semester
of kindergarten. In both of the studies described above,
increases in the effects of selective attention on sensorineu-
ral processing were accompanied by behavioral changes in
other domains that were targeted specifically by the train-
ing programs, including language and preliteracy skills,
respectively. These findings are in line with recent propos-
als suggesting that some interventions designed to improve
language skills might also target or train selective atten-
tion (Gillam, 1999; Gillam et al., 2001a,b; Hari and Renvall,
2001; Sundberg and Lacerda, 2003).

These data suggest that modifications in behavior can
arise alongside changes in the early neural mechanisms
of attention. However, these studies did not target atten-
tion directly. In our most recent research, we have been
investigating the possibility that attention itself might be
trainable, and that this training can impact processing in a
number of academic domains. Indeed, in his seminal work,
Principles of Psychology,  William James raised the idea of
attention training for children, proposing that this would
be “the education par excellence”  (James, 1890, italics orig-
inal). While James went on to say that such an education is
difficult to define and bring about, the design of such pro-
grams has become precisely the focus of recent research in
cognitive science and cognitive neuroscience.

For example, in a pre/post training study, Rueda
et al. (2005) developed a computerized attention training
program for young children involving five sessions admin-
istered over a two  to three week period. While not an
educational setting per se, this study used computerized
activities that could easily be incorporated into an edu-
cational setting. Children in the intervention engaged in
interactive, adaptive computer games that trained sev-
eral aspects of attention. Children randomly assigned to
the control group also visited the laboratory but instead
watched videos that paused intermittently, and which they
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could advance by pressing a remote controller. Results indi-
cated that children receiving the attention training showed
evidence of improvements in a neurophysiological mea-
sure of selective attention with a child-friendly flanker
arrow task, as well as on standardized measures of IQ that
were distinct from the training exercises.

While attention training programs such as this one
are promising, they emphasize direct child training only
and do not harness the larger context of child develop-
ment, including the school and home settings. To provide
more integrated attention training, we have recently devel-
oped an eight-week preschool attention training program
that includes both child training activities and home-based
strategies for parents. Preliminary results indicate that
after eight weeks of such training, parenting practices
improve, parental stress decreases, and children’s behav-
ior, cognition, and brain functions supporting attention
improve significantly compared to children and parents
randomly assigned to a more child-focused, contrasting
intervention (Neville et al., under review; Stevens et al.,
2010). These results suggest that attention training can be
very effective when targeting multiple contexts, with ben-
efits extending across multiple domains.

5.1. Conclusions and future directions

To the extent that selective attention skills are both rel-
evant for academic foundations and amenable to training,
they represent an important focus for the field of educa-
tion. Here, drawing on research on the neurobiology of
attention, we have posited specific links between selective
attention and processing across three academic domains.
Further, although not the focus of this review, a separate
review paper has recently related aspects of attention to
self-regulation, with implications for academic and socio-
emotional functioning (Rueda et al., 2010).

Within the research community, the data reviewed here
raise important considerations for future research. First,
the findings on selective attention point to the importance
of separately assessing distractor suppression and signal
enhancement. These two aspects of selective attention can
operate independently, and each may  have unique rela-
tionships to particular academic skills. The data also point
to the importance of being careful in the use of attention
assessment measures. Quick assessments based on reac-
tion times may  be misleading in some cases, particularly
when overall reaction time differences exist between pop-
ulations. As well, some changes with training may  follow
non-linear trajectories. If there is a larger moral here, it
is that the interpretation of selective attention measures is
more complex than it appears at first blush, and researchers
must be careful in their use and interpretation of such data
(see Mishra et al., submitted for publication, for a review of
methodological issues in measures of attention and work-
ing memory).

In a larger classroom context, data on the development
and trainability of attention raises important considera-
tions for supporting children’s selective attention skills.
Some children may  need more cues to support their ability
to selectively attend. This may, for some children, involve
limiting distractors or presenting a longer opportunity to

orient so that a child is prepared to deal with distrac-
tions. However, selective attention is also highly malleable,
showing enhancements under some conditions. Training
data indicate that attention skills can be enhanced, and
distractor suppression may  be especially modifiable. In a
classroom context, there may  be large benefits to incorpo-
rating attention-training activities into the school context,
and indeed some classroom-based interventions include
such activities, with evidence for improvements in chil-
dren’s selective attention (Diamond et al., 2007). Indeed,
the history of such “mental orthopedics exercises,” or
teaching children how to learn through training atten-
tion, self-discipline, and memory, dates at least as far
back as Binet’s special education courses in Paris (Binet,
1911/1975). As noted then, some classroom visitors found
these exercises unusual or non-academic, yet their power
to influence students’ learning outcomes – to teach them to
“learn to learn” – was  evidenced in the children’s progress
in traditional academic content.

In an educational era concerned with letters and num-
bers and the easy evaluation of skill sets, it is important to
consider how domain-specific skills may  critically harness
domain-general selective attention skills. To the extent that
training and support for selective attention is valued, it
may  be leveraged as a force-multiplier across domains. In
an age of accountability, this also puts pressure on the
research community to develop valid and reliable mea-
sures of specific aspects of attention that will be sensitive
to developmental change on the time scales used for edu-
cational and intervention evaluation.
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